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1. Introduction

Applied --or computable-- general equilibrium modésSGE or CGE) build on
rigorous modelling of microeconomic agents' behawdhouseholds, firms,...). These agents
are exposed to signals (in prices, quantities...videml by markets (for goods, assets,
production factors...). Agents make decisions by expinaximization of their own criterion
(utility, profits, portfolio returns...). These cheg determine their positions on each market.
From the interaction between these supply and demhecidions, and conditional on the form
of organization that prevails on each market (pérfeompetition, monopolistic or
oligopolistic competition...), new signals emerge tfestd back on the optimal decisions of
all agents. The general equilibrium (GE) typicatlgscribes a stable state of consistency
between these individual decisions: when the sgrihht condition individual choices
coincide with those emitted by markets so that theneo incentive for anyone to change
position. The computation of a GE therefore consistdetermining a system of signals and
an allocation between individuals, sectors of dtitis, regions, possibly time periods... such
that all agents are at their optimum yet satisfythgir respective constraints (budget,
technological...) and that the set of transactiomglaoted on each market corresponds to the

desired set of transactions by all agents simultasigo

Governments of course have the ability to influerdmath directly (by taxes,
transfers...) and indirectly (by their own demand asupply decisions on individual
markets...) the environment that agents face andftrer¢gheir behaviours and the resulting
resource allocation. It should be clear from whaicpdes that, in principle at least, any kind
of microeconomic behaviour and any degree of disggjion of agents can be built in an
applied GE, and it will always be possible to easduand compare equilibria in terms of
individual welfare. For this reason applied GE medeke today indispensable tools of policy
analysis. See Shoven and Whalley (1984) for arodiiction and Ginsburgh and Keyzer
(1997) for an advanced textbook presentation; sedv&san and Whalley (1986), Mercenier
and Srinivasan (1994) and Fossati and Wiegard (2fd@2llustrative applications. Brécker
(2004) provides an alternative introduction to C&fplications to transport problems. For

solution software, computer codes and illustratpgliaations, seéttp://www.gams.com/

There is no free lunch however: computations caextreemely costly. For this reason
transportation economics has, until recently, mairdijled on the restrictive cost-benefit
approach. The traditional cost-benefit evaluatiba @mew road, say, measures the benefit by



the consumer surplus of users generated by redgeingralized costs, and subtracts building
costs in market values and the net increase of tdotjical external costs caused by existing
and induced traffic. For this approach to be vadidquires the following three conditions to
hold: (a) markets are perfectly competitive and @ddy fully flexible prices; (b) welfare
distribution is not an issue, that is, each euront® equally, irrespective of who gets it; (c)
technological externalities outside the transpecta are negligible. None of these conditions
are particularly appealing to modern economists anticyp makers so that with the
spectacular development of computing possibilitidtse CGE approach is becoming
increasingly popular in transportation economicsypical transport economics application is
to study quantitative impacts of transport initia8Jike infrastructure investments or pricing

policies on economic variables.

It is the aim of this chapter to provide an introiilon to the use of the CGE approach
in transportation policy evaluation. For this, viars—in Section 2— by a short tutorial on
the CGE methodology, and introduce what constittitescore elements of most —if not all—
CGE models. Having set the stage, we then discuggransport is introduced in applied GE

models (Section 3). The chapter closes with a lboetlusion.

2. A short introduction to CGE modelling

Any AGE model builds on a data matrix that accouotsall the transactions operated in the
economy during a base period: we therefore begsnstittion with a short description of how
these transaction data are organized. We thenibeduow preferences and technologies are
specified and calibrated so that, in absence oflshdhe model replicates the base-year data
set. For this, we first assume perfect competiticvaits in a closed economy setting. The
basic model is then extended (i) to acknowledgetssible existence of increasing returns to
scale technologies and imperfect competition betwiens; (i) to multicountry/region

models with trade.

2.1. The base year data set

Consider a closed economy comprising producers, hoidgge and a government. Producers
are grouped into industries or sectors indexgdccording to the type of goods they produce;

households are grouped according to some chargtater such as income class — indexed



4

h.' During a specified period of time, all these agesitsultaneously operate on different

markets where they make transactions. Table 1 gesvad symbolic representation of all these

transactions organized in a meaningful way. Incofa@pearing with a negative sign) and

expenditures of all agents are displayed so as kemsaplicit the consistency constraints

imposed by the general equilibrium of the econdrttyis useful to explore this table in some

detail.
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! How finely defined are these industries or houskhooups is arbitrary, and will depend on the tgbe

analysis. The modeler clearly faces a trade-of¢haffiner disaggregation might provide richer agrsybut it

will require more and possibly less reliable détaill necessitate additional possibly more quaséble

assumptions, and it will make the model more diffito solve and the predictions more difficultinderpret.

2 Though slightly different in presentation, thisliis conceptually identical to what is known lie fiterature

as a Social Accounting Matrix (SAM).




Column @) details the cost structure of sectfthere is one such column for each sector)

with line (1) reporting payments to industry{there is one such line for each industry) for

material inputs bought in quantities,, at market pricegl+7/)p?, where p/ denotes the

producer price and’ p” a unitad valorentax levied on the producer’s output. Total material
input costs are reported in line (2) where we hiateoduced, as is always possible, an

aggregate price index for material inputg), and X, the number of units of the
corresponding aggregate bundle of intermediatesthab > (1+77)p? X, = p X .. (The

way the latter two aggregate variables are reladbe others will be detailed later.) Sector

also rents production factors indexeat unit pricesw, in quantitiesF2*" as reported in line

fs

(3) —with one such line for eaéhSumming over factors provides the sector’s valdded at

factor costs, reported in line (4), where againimeoduce an aggregate price indgk and
the corresponding quantitie®, so that we havez W, Flem= plQ,. Summing total

expenditures on both material and factor inputsndef (reported in line (5)) the sector’'s

output value withZ, the number of goods supplied at unit prige. The good is taxed aid
valoremrate 77 (line (6) reports the amount of taxes levied amghctor’'s output) so that the

market value of outpwtis (1+72)pZZ, reported in line (9).

Column p) reports all ingredients of the househabltbudget constraint (there is one
such column for each). Income is earned by supplying factor servicefirtos (line (3)), and
shared between taxes (line (7)), savings (line &) consumption of goods (line (1)).
Summing line (1) over atldefinesh’s aggregate consumption expenditure (line (2))eneha

consumption basket with unit pricg’™ has been implicitly defined. Line (9) reports the

household’s balance between accounted incomes xgehditures, which we know should
always be null. Columncj similarly reports all ingredients of the govermmeudget
constraint. Columnd) is associated with a fictitious investor that €ésds” the economy’s

total saving (line (8), the investor’s “income”) omarket goods (line (1)), combining them

into investment composites with unit prig¢" such that)’ (1+77)p’l, = p™Inv (line (2)).

The investor’s budget balances to zero (line (8pw, adding cellsd) to (d) from line (1)



defines total expenditures on each industry’s gooeperted in cell (— which, by

construction, equals the total supplied value af food—displayed in cell @,

Observe that, by construction, factor markets bageell (3¢) reports the line sum
that is null), investment-spending equals the eoorie supply of saving (cell (8) reports the

line sum that is null), and all agents satisfy tHmidget constraints (cells £9, (9¢), and

(9.d)).

2.2 Specification and calibration

The economy underlying Table 1 is populated by agehat take into account signals
provided by markets and make rational choices byropithg some criterion subject to their
technological and/or budget constraints. Our taslagplied GE modellers is then to make
assumptions on market structures prevailing at pase, to postulate functional forms for
preferences and technologies, solve each agentisiiegation problem, and set parameter
values such that, in absence of shock, each daaisaker replicates its base year transaction
flows as reported by the data matrix.

To illustrate this, assume that all markets andeply competitive and technologies
have constant returns to scale. Prodgosill naturally seek to minimize its production cost
conditional on some output target. For example, w&itBobb-Douglas technology, the firm
solves, holdin@, fixed,

H 4 z dem

o, XA+ EIRX T

— 2 X F dem X F_
st. IRZ,=ag +) ax InX+) af InFE daety afs

where all the symbols have been previously intredu@nd appear in columa)(of Table 1)

except thea—coefficients which denote parameters (elasticiied a scale). Most industry
observers would however advocate for a less réswi¢echnology than one that imposes
identical substitution elasticities between anyr pai inputs. A more realistic alternative
consists to group similar inputs into bundles, amdharacterize substitutability differently
within each bundle. Assume for instance that iugidys, it is known that substitution is easy

between capital and labour, but that complementaniévails between material inputs, yet

3 Our presentation implicitly assumes that all irtdes are perfectly competitive. Assuming imperfect

competition in some industries would only requinédmeinterpretation of some variables, as showerla



that both input bundles account for a constanteslodirtotal cost. We could model this by
nesting technologies: primary factors would be covadi using a constant elasticity of
substitution (CES) production function to yield aggregate factor service called "value
added"; material inputs would enter a Leontief-tyob-technology to produce an aggregate
"intermediate mix", which would then be combined witlue added using a Cobb-Douglas
to produce the final good. Endowed with such arnetdgy — illustrated in the left part of
Figure 1 — the producer’s decision problem looks Imowre complicated, but we know
from Gorman (1959) that it can be decomposed into Isaradl easy to handle sub-
optimization problems because all sub-technologiesadditively separable. We now show

how such a technology can be calibrated to fitdduz in Table 1.
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Figure 1

We start with primary factors: the secterproducer’s sub-problem consists of
choosing the mix of factor services that minimizests of producing some specified level

Q, of value added, given market prices for factors@@ES technology. Formally, it will

i 2w F
1

st Q, :{Zfafs[F?:m]_pg}_pg - £ pl<w



(for a given level ofQ,) whereaf, and pQare parametersyS =]/(1+ p?2) is the elasticity of

substitution between factors. The first-order ctods of this problem are immediately

derived as:

o2-1
a2 Q|
w, ngem = [afz:l |:%:| pSQQS of
f
Q

Q 1-0% F08 105
L] =2 [ak ] [w]
where the second equation, obtained by substituiblptimal factor demands into the

constraint, relates the Lagrange multiplier to thetor pricesv, in a way that completely

accounts for the technology. It is easily checled g necessarily satisfies
pPQ =), w R

(as stated in Table 1, cell &) and can be interpreted as the sector’s valuediddce index.
Normalizing this price to unity only affects measment units of value added and is therefore
innocuous; for the same reason, factor prices cageneral be set to unity at base year. It is
then straightforward to calibrate factor demandft tine data in Table 1:
ad _ W Ff:em
[at]" ==
PsQ
_cell 3a)
cell (4,a)

of

This completes the calibration of factor demandsnethough we are unable to identifs?
from the share-parameter§ : values for substitution elasticities have togdsevided from
outside information.

We next turn to intermediate goods that are costhirassuming complementarity,
into an aggregate material input mix. Optimal dedsaffior intermediate goods, are
derived, for given levels oK., from cost-minimization taking prices as givenngsLeontief

technologies:

Min X, @z )p X,

XS
Ze Ot

ts

st X, =



where a.is now the amount of good from industryiecessary for sectarto produce one

unit of aggregate intermediate input. Optimal demamusediately follow as:
Xo=ag X, Ot

and the aggregate intermediate pp¢esatisfies
pIX. =) (A+718)pl X,

from which we get
pl =) @+rf)pla

where again it is innocuous to choose units of itttermediate bundle so thap =1.

Calibration of ther,\ is straightforward: from Table 1, we know the amiopaid to industryt

as a share of total expenses on intermediate goods:

@+z7)pf X, _ cell @a)

piX,  cell(2a)’

eliminating X using optimal demands ampd thanks to normalization, the left-hand side

becomeg(1+77)p’a. .We easily get the base-year tax rates:

z_ cell (6,a) .
' ocell(5a)’

setp? =10tat base year (as will be justified soon), it imnageliy follows that

y 1 cell (1a)

a. = . .
© o (1+17) cell (2a)

We finally turn to the upper-level of the techrgo where value added and the
aggregate bundle of intermediate goods are combknewving that expenditure shares are
thought to be constant so that the sub-technolegyGobb-Douglas and the optimization sub-

problem writes as:
Min  p2Q.+ pX
D, PIQE X

st Iz =aZ +a? I +a’ InX

with given prices and output levél.. The solution is:



10

pPQ.=a?piZ,
P X =ag iz,
InpZ =adin pg+ay In p;
with
PZ= pIQ+ L X,
and the shares are immediately calibrated fronuéte :

Q- cell (4,a)
*  cell (5a)
x. _ cell (2,a)
* cell (5a)
Observe once again that the data provide informatio equilibrium values of flows at base-

year: we are therefore free to normalize outputgsp? to unity and to define output volumes
consistently. Collecting the terms for sedpwe get the producer part of Table 2.
We should proceed in a similar way for each ofdtleer agents in this economy (see Figure

1) but, for space-saving reasons, we leave thimasxercise for the reader. The model is then

completed by adding equilibrium conditions on eachrket. Table 2 displays a complete

illustrative CGE system. We have there assumedtaon$actor suppliesK;") and CES
preferences for each househdldand parameterized the saving)(and income tax rates

(r'"™); h's budget constraint therefore determines its aggeeconsumption Ieveﬂ:onh. For

the Government, we have assumed Leontief prefesemcel exogenous real aggregate
consumption G ); given that tax rates have been parameterized,tite deficit/surplus that
will have to adjust to satisfy the budget constrainthe public sector with this specification.
(Other specifications are of course possible: bjeavhich of the variables are left free to
adjust and which are kept fixed will depend on tyyge of policy explored). Investors are
assumed to use CES technologies to combine firmdgmto a capital aggregate in amount

Inv consistent with the economy's supply of savings.
The reader should observe that:

(a) All coefficients in this economy of Table 2 haveshecalibrated on the base year data
set, except substitution elasticities for which wely on outside information:
econometric estimates should in principle be ubatlthis could be extremely tedious
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if, as is usually the case, there are many sedtorsseholds and factors. Also, results
tend often to be quite robust to small changes e$dtsubstitution elasticity values.
For this reason, CGE models often rely (arguablyessiwely so) on “guestimates”

(meaning: an educated guess) and faeoyposisensitivity analyses: see below.

(b) All agents are, by construction, on their budgehstrints in this economy; by
Walras’' law, one market equilibrium condition is redant and could be dropped
from the system. Therefore, only relative prices determined, not absolute price
levels: a numéraire good has to be arbitrarily chpaed all values are expressed in

units of that good.

(c) A general equilibrium of this economy is an allooati (quantities produced,

consumed...) supported by a vector of prices thaiesodvsquare non-linear system of

equations. By construction, with unchanged levélsxogenous variableslf“p,ﬁ/)

and policy parameterg{,7"™), the computed equilibrium will replicate the basaly

data. (It should be clear that numerous different@h®pecifications can be made
consistent with the same base year data by cabira@alibration is therefore only a
convenient way to force consistency on a specifideha@hoice, it does not validate
nor provide a selection mechanism.) To analyze itygact of a policy change, the
model can be simulated by altering the relevant pofi@rameter/variable and
computing the new equilibrium. Results are then regbas per-cent deviations from

initial equilibrium values.

(d) Ex postsensitivity analysis consists to recalibrate thedeh@nd perform the same
policy experiment for alternative values of some (darticular guestimated)
parameters within a reasonable range, and checkhemhéhe policy conclusions
remain qualitatively unchanged. If this is not tlase, then additional statistical work

is presumably called for to identify a most accuxetieie for that parameter.

(e) Rarely mentioned by CGE modellers, a problem arisem fthe possibility that
equilibria may not be unique (see Kehoe, 1991). Qizly, the whole benchmarking-
calibration exercise is on a different logical leirea world with multiple equilibria,
and it is not clear what the comparative staticscpatxercises really mean in such
circumstances: which is the “relevant” equilibriumpick among the set of possible
solutions? It is remarkable that no case of multgakitions has been reported to be

encountered in calibrated applied GE modelsaipetitiveeconomies, so that, to
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date, whether or not non-uniqueness of equililsriaore than a theoretically possible

occurrence remains an open question.
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Table 2 A simple CGE model of a closed perfectly contpatieconomy
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2.3 Introducing increasing returns to scale and imperfet competition.

In many sectors, increasing returns to scale teolgies and imperfect competition cannot be

assumed away. We show how this complication can ak wéh in an applied GE model.
2.3.1 The individual firm’s increasing returns technology

With increasing returns to scale technologies, alsly, output scale matters and we need
distinguish between individual firms and sector aggtes: we identify firm related variables
by lower-case letters, while upper-case lettersrraf before to industry aggregates (though
for notation ease we here drop the sector index).

The most convenient is to introduce a distinctiobween variable inputs and fixed
inputs. Variable inputs will typically include atif the intermediate inputs and some of the
factor inputs, even though, to simplify the expiosit we shall neglect material inputs in what
follows. Fixed quantities of some primary inputs aeguired to operate the firm at any

positive level of output. Therefore, the total deohdéor a factof by an individual firm can
be expressed ag;*" = ffv+?, where superscripté and F refer respectively to "variable"

and "fixed" factors. The individual technology leh written as
z= F(... fe"=£F ), f%m>fF Of

wherez is the firm's real output, an&(...) is linearly homogenous. The individual firm’s

problem is then to minimize costs of producing ecsied target output level

Min > w, f'+ fx st z=F¢ f
f

K1Y

s.t. fx:ZWff_fF
f

where fx denotes the total fixed cost; this immediatelyldgethe optimal input mix of
variable inputs:
OF (o £ ) W,
of;’ v
vz=y w f
f

wherev denotes the marginal (or variable-unit) cost whddfers from the average (or total

unit) cost due to the presence of fixed inputsitmd.
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2.3.2 Imperfect competition and prices

Imperfect competition can take many different formsthifl a sector, goods may be assumed
homogeneous or differentiated; this will bare conseges on the type of competition that
can prevail in that industry. Firms will always besamed to maximize profits, but the
optimal price-cost margins will depend on whetherftima’s strategic variable is assumed to
be its selling price or its production scale (anfican't of course choose both). Also important
is whether the firm is assumed to expect, and thexdfotake into account when making its
optimal decisions, a strategic reaction by competitorchanges in its own behaviour. In all
cases, industry concentration will matter: the eluim outcome of an oligopoly game will
in general significantly differ from the one to emerfrom a large group assumption. In
applications, firms will most generally --if not ays-- be assumed symmetric within a
sector: that is, they will share the same technokogy have the same size, so that they charge
the same price albeit for possibly differentiateddurcts. This is quite convenient because
Herfindahl industry concentration indices are sigzpby most statistical agencies, and can be
shown to be the inverse of the number of firms utidersymmetry assumption. Hence, using
this outside information, it is possible to calilerafriables related to the individual firm from

data on industry aggregates.

It is clearly beyond the scope of this chapterdétail all the possible alternative
modelling of imperfectly competitive markets. For #ltative purpose, let us assume that
products are homogeneous within the sector, and theatcompetitive game is "Nash in
output” (or Cournot-Nash, that is: firms choose the level of their prodontiscale to
maximize profits, expecting no reaction from theimgetitors (a reasonable assumption if

the number of competitors is large enough). Formtily,individual producer seeks to

M?x prof (z)= F(2)z (vz fXx

whereprof (2)is the firm's profits ang?(2) is theequilibrium market priceObserve that the
former depends on the firm's out@and the latter on the aggregate suppig that industry.
Solving the maximization problem with respecttgelds the famous Lerner pricing rule:
p’-v__dlog p'(2
p* dlog z
=-£°(z, p(2)
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where £°(z, p’(2)) measures the markequilibrium price elasticity with respect to the
individual firm’'s outputz: except in extremely simplified cases, this elasticis a
complicated object. It will typically depend on faence parameters underlying demand
functions (i.e., substitution elasticities) as wal on market shares for which data are
available at base yeag®(z, p’(2)) can therefore be calibrated. Assuming zero prafits
prevail at base year between a known (from base-y=findahl indices) number of
symmetric firms, and normalizing?(Z) to unity, the variable unit costan be determined
using the Lerner equation; the level of fixed cdgtsfollows then immediately. See
Mercenier (1995a, 2002) for elaborations on thighk simulations, firms within a sector will
often be allowed to respond to changes in profitsbby (costlessly) entering/exiting the
market: the equilibrium number of competitors is deiaed by imposing zero supra-normal

profits (the output price then equals the averagdyction cost).

At this stage, it should be mentioned that non-eaities in production technologies
generically imply that the equilibrium will not benigue. Mercenier (1995b) presents a
numerical example of multiplicity in a large-scalgbgd GE model calibrated on real world
data. It seems therefore that in this generaticB@E models, non-uniqueness of equilibria is
not a theoreticaturiosum but a potentially serious problem. Disregarding trould lead to

dramatically wrong policy appraisals.

2.4 Multi-country/region model with trade.

Our previous model lacks realism in that it assuneetradde with other countries or regions.
Depending on the focus of the analysis, trade eaimtboduced either by setting a number of
single-country models together and letting them adgror by assuming that the country
under consideration is so small that it does natcaféquilibrium in the rest of the world:
foreign prices and incomes are then treated as eroge In both cases, the modeller has to
decide whether goods in an industrial category peed in different countries are identical

from the customers’ viewpoint.

One most popular assumption (known as the Armingl®6q) assumption) is that
goods from the same sector are differentiated in ddnligncountries of origin. The main
justification for this specification is that, besauof data restrictions and/or to simplify

computations, the modeller works with highly aggtedasectors of activity; even if products
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are identical across countries at a very fine l@féhdustry disaggregation, the composition
of the aggregate basket of goods is unlikely tideetical across regions. The specification is
attractive because it accounts for the large amotinross-hauling (i.e., two-way trade in
identical goods) observed in the data, and forféoe that even at fine levels of activity

disaggregation, most countries produce goods ipratluct categories.

The simplest way to implement an Armington systelwyisssuming that all domestic
agents buy units of a common composite basket compafsgdods from all geographic
origins. The composition and the price of this Arntimg good result as usual from cost

minimization. To see how this is done, lef index countries or regions, and Etbe the
flow of sectors goods exported fron to j at pricespt = (1+77)pZ 4 Assuming a CES
aggregator, import demands by regjaesult from:

1

Min ¥ pE, st E,=(Tai[e]] 7 - xefee

{&

for given export prices and aggregate demand leiggls; this yields:

m 91
p'E E\ - |:O'E :IUJES |: pJAS :| pArm E )
Is —ijs ijs pE 1S * s

[P =3 [as]* ] o]

with o :]/(1+pj'§) the substitution elasticity, py™the unit-price of the Armington

(1)

E
Tjs

aggregate, anffl  is the amount of the sectsArmington good demanded by counfry

E.s {Z Xjo+ 2, Cpst Gio+ 'Js]
The market equilibrium condition for goddh our model of Table 2 then becomes:

z,=) E, Ot

4 We could of course assume a specific ad valorefauhbsidy rate on exports; this would however regui

amending the Government budget constraint, witboaging any additional insight.
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Given the base-year bilateral trade data-matrixkm@v the expenditure rowépIE EJ.S), as
well as(pj‘;'mEjs) = Z.( pS E”.s); set pi™ =1 at base year, and pick values of the substitution

elasticitiesaj'i from outside trade-econometric evidence. The b#teade share-parameters

can then immediately be calibrated as:

[a,E ]ﬂi _ [ pe]ﬂi-l ( Ps Eijs)

LT (e )

Observe that with the above specification, evensthallest country faces endogenous terms
of trade and enjoys some market power, though pedentpetition can prevail among
producers (and indeed implicitly prevails in ourpesition as implied by our reference to
Table 2) so that firms do not take advantage of tidgsket power. In many sectors where
production involves fixed costs, firms tend to ch®aspecific product varieties and to
specialize, taking advantage of their market powertlee chosen niche. The previous

framework can easily be extended to account forgbssibility.

LetN, be the number of firms producing differentiated stieis of goods in countryi;
assume that firms operating within the same county sector are symmetric (same
technology and same market shares, hence, samég aniddet qus be an individual firm’'s
sales to market. As in the Armington case, this demaqg can be derived from utility

maximization in region provided preferences are amended to acknowledgexikeence of

product varieties as follows:

=

wm

p

E{zzm}
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where the second equality takes account of the syrarassumption between firmsCost

minimization then yields:

® These preferences, associated with the name it Bglitz (1977), are also known as “love-for-iety”
preferences because they acknowledge increasungsdn utility with respect to the number of aahile

varieties. Similar technologies can be used byditmcombine intermediate inputs with differentiatarieties
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where p}ffis the (Dixit-Stiglitz) price aggregator. Thoughisttexpression may look very

similar to system (1) it is actually quite differemiith entry/exit of firms into the industry due

to zero supra-normal equilibrium profitsl, will be an endogenous variable.

3. Introducing transport in CGE models

3.1 Transport in single-region models

So far, nothing has been said about transport. Ho&s it enter the scene? At a first sight,
transport is just one or a subset of commoditiesdyeed by one or a subset of industries,
consumed by households and used as an input by. flinese transport related sectors can be
differentiated by transport object (passengers ugerseight, bulk versus container), by
distance class (short versus long), by mode andratharacteristics. Typically, demand
would be specified by some form of nesting as ilhtst in Figure 1. A household could, for
example, choose between consumption of travel ss\vémd consumption of other goods,
and then, conditional on having chosen travel, mouch of his private car and of public
transportation to use. Thus, apparently, nothirggtbde added to what has been explained so

far.
At least three aspects of transport need howespeaial treatment:

(a) Transport demand and benefits generated by traihdparot only depend on monetary

cost, but also on time needed for travel or freight.

(b) Transport generates negative externalities withie transport sector itself—

to yield increasing returns to specialization. Sadkchnology, first introduced by Ethier (1982)aikey

element in the “new economic geography” and in magels of the endogenous growth literature.



20

congestion—as well as outside the transport sector.

(c) Transport is in most cases not utility generatingitbglf, but it is instrumental for
other activities such as working, shopping, tourisisiting friends or events etc.
Similarly, transport is not directly an input of rfis, but instrumental for buying,

selling or exchanging information.

Subsection 1.1 introduces transport demand of holdellepending on monetary cost as
well as on travel time. Transport is then just astwner good like other goods, and we
disregard it being possibly instrumental for otharpgmses. In subsection 1.2 in contrast, we
introduce commuting as a means to labour income r@arfiiransport demand of firms is

treated in sub-sections 1.3 and 1.4 deals wittspran related externalities.
3.1.1 Travel demand of households

An average UK citizen spends 87 minutes per dayeling and 14% of his or her total
expenditure on transport (UK national statisticéiren figures for 2005). If an hour travel
time is valued at the hourly wage, time costs andeateoy costs of travelling are of a similar
magnitude, and the former can obviously not be m¢gte Also, many transport policy
measures mainly affect travel time, not monetary cast] thus the time component is
essential for policy evaluation. The householdleadtion of time between work and leisure

should now be modelled, and its labour supply tleeesEndogenized. See Jara-Diaz (2000)

_ - Commentaire [ul] : Editor: |
- did not put this into the list of
references. Check whether
reference is correct.

Let production factorf =L be labour so that=}" is the amount of labour the

household decides to supply; and '?h are respectively demand for leisure time and total
time endowment. Finally, denotg, >0 as the travel time associated with each unit of the
consumption of good. t,. =0, unless good is travel. Sticking to the assumption in Table 2

of CES preferences and a fixed saving rate, thedimid’s decision results from
1
1A - A
{Msa_‘rﬁ {ﬁh |:Th:| +§ags[chs }

subject to the budget constraint

3 (s 17)piC,.= (1—#)(1—r'”°>{wfiap+z WF_}

f#£L

and the time constraint
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Using the latter constraint to substitute @it from the budget equation, we get:

D (A+12)pCh= (1- w)A-1")

_WLTtl1_ le 1, Chst WL_Th+Z Wi 'gfjﬁ :

f£L

This can be rewritten as

f£L

oy + 3 74.Cpe= (1- u)(1-1" ){ W+ Wf?ﬂlip}

where the net wage (net of saving and taxes} (1-u)(1-7")w, is the consumer’s

valuation of leisure time,7z =(1+72)p%+at, is the cost to consumer per unit of

consumption good. If s denotes travel, this is usually referred to bydport economists as

the “generalised cost per unit of travel”. Solvihg maximization problem yields:

f#£L

p;™"Con, = (1-u)(1-T1 '"°){ wT+> wﬁ“”}

c con 1% 1
7.Ch.=[a% {p" } pi"Con, Os

hs
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gy -1
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o = la e e e

Labour supplyF3" is then determined using the time constraint. Si@re parameters;,

and B, can be calibrated from base-year data as befoogided information is available on

the household’s time endowment, leisure and triwed.

Though straightforward, this approach has two demkb. The first is that, in its
valuation of travel time, the household takes extoount only that part of lost labour income
that goes into consumption, neglecting the one fjas into saving. This is due to our
restrictive assumption of a constant savings raterelax this assumption would require an
intertemporal approach beyond the scope of thipteha The second drawback is that
econometric estimates of valuations of travel tsagings (VTTS) are typically considerably

smaller than the wage rate, even if corrected fwoine taxes and the saving rate.
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Furthermore, VTTS vary significantly over travel pases, being smaller for leisure trips

than for commuting. This is indirect evidence thaigde prefer spending time travelling over

spending timé working (see Hensher, this volume, 1O/ The simplest way to take this into~ {E:e“;';,‘:v';‘_""" BRI

account is by adding a preference teESyhsthsC w 10 the household’s objective function,

with y,. denoting the utility per unit of time spent on ehitems. The household’s demand

system becomes:

=¢fas An
zh[m"ﬁ[ ]'”"°
with
T =1 = (Vo ANt = A+T7)p°F @
W= W= Yol Ay,

The two new unknowng, and A, are obtained by the budget constraint and thectsh

1= A + X oA

A, is the Lagrangian multiplier associated with thweldpet constraint, i.e. marginal utility of
income. Ifs denotes travelfz is now the generalised cost per unit of travelnWIT TS & .
The VTTS is the net wage, corrected for the prefegeterm y, /A, representing the
marginal utility of spending time with travel tygetranslated into monetary units by the term
1/A,. Note that the VTTS now not only depends on thgemate, but also on all prices, travel
time, income and the time endowment. The larggis, the more the VTTS is reduced

compared to the specification without travel tinme the utility function. As before, all
parameters except the elasticity of substitution loa calibrated from observed benchmark

data. The additional information needed is the VTIDG each item of travel demand
necessary for the calibration ¢f.. In what precedes, we have specified all prefereras
one-level CES: obviously, everything can be extentie nested CES or other functional
forms.

3.1.2 Commuting

An interesting application of CGE models in tramgps to look at the interaction between

commuting costs and the labour market. In many t@scommuting costs are deducted
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from the tax base. This reduces distortions in jobice, but may distort residential location
choices (Wrede, 2003). In order to quantify thesstodions an explicit modelling of
commuting costs is needed.

Assume commuters do not care whether they spend torking or travelling to their
job. They will choose commuting modes so as to madrhsurly wage, net of commuting
cost, where an hour covers working plus commutingetiLetm index travel modes and
assume for simplicity that industry disaggregatiosush that each travel mode is a specific

sector. ThenC, . is demand byh of a specific commodity with market prigg+72)p?.
Denote unit travel time-cost by and letT,” be gross working time, including commuting

time. The household wants to maximize the net waf& per hour worked, subject to a

“commuting production function” that combines travplantities by modes as inputs to
produce an aggregate “travel to work” service. fibasehold thus obtains the net wage from

solving
TerWCr?t = |\{/(|:a}X{ WL[-I;]W_Zm thmchrrJ _z n(1+ Tzn) ﬁmc h|
1

st [X,aucd ] A=Ty

where we have assumed a CES commuting productimtiéun. (Any level of nesting could
of course be introduced here.) Note that the amotithe travel service needed is assumed
proportional to work time. This implies that wdikne is varied in terms of person-days per
week, not time per day. Solving the problem isightiorward and left to the reader. As

before, share parameters, can be calibrated from observed commuting datamioge,
while substitution elasticities," :1/(1+ p}:") have to be imported from econometric studies

on responses of mode choice on generalised costhelhousehold’s decision problem we

just have to replac& 3 in the time constraint with gross working tifig , andw, with the

net wagew';'.

3.1.3 Firms

Firms buy transport services (for both passengedsfeeight) as a production input. In a
multiregional model, firms’ transport demands axplieitly related to the interregional flows
of goods. In single region models they are tredst as any other input with one change:

firms bear costs not only in money but also in tifonetary costs for transport can be
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observed in a sufficiently detailed input-outpubléa while time costs have to be imputed
using travel time information and VTTS estimatesfions. For producing the input “freight

services”, say, one introduces a production fumctidth a service as output and transport
guantities by mode as inputs. A nested CES is agaimenient here. To take account of time
costs, a simple trick helps: the transport quarditymode is itself regarded as a Leontief
composite of a transport service (produced e.ghbyrucking industry) and a service called
“travel time” (i.e. spending time with employees, gupeéent and goods “on the road”). This
service is simply introduced as another commoditydpeed by an industry, that may for
example only use labour (representing employee’s)tiam capital (representing capital

costs of goods, and equipment bound in transport).
3.1.4 Endogenous travel times and externalities

Travel times have been assumed fixed so far. Transgoastructure is however a collective
good with congestion, and thus travel times depentath capacity and aggregate demand.

To model this;t,, is usually related to the ratio of aggregate tralenandD, to capacity

K,,as follows:
thm = tgm+athn(D rAK r)gm

wheret? denotes free-flow travel time. Agents in the econobgythey households or firms,
are of course assumed too small to perceive anyeiméki they could have dn,, so thatt,
remains fixed in their individual optimization prehs. The elasticitys,, is notoriously

difficult to estimate, and its reliability is questiable because congestion varies a lot across
different parts of the network, time of the day atay of the week and year. For welfare
evaluations of policies affecting congestion sushigad pricing, fuel taxes and infrastructure
investment, imperfect as they are, endogenous titamek are nevertheless an indispensable

model ingredient.

Another important element are externalities impdsgtransport on the other parts of
the economy. The least demanding way to take themaiztount is to neglect externalities on
firms, and to assume separability for households meattiat no household decision is
affected by externalities. Formally this means tocgpehousehold utility as a function of
externalities and a sub-utility that only dependstloe decision variables. In this case, the
solution of the equilibrium can be done first, dimrling externalities, and the evaluation of

the welfare impact is added afterwards. The mainicditfy is to get a reliable
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parameterisation of the welfare impact of exterreditiThis includes, first, a measure of how
traffic emissions translate into immissions affecting household’s wellbeing, and second, a
measure of the impact of the immissions on utilityder additive separability one would
subtract a linear function of damage indicators frdne mentioned sub-utility. The
coefficients of this linear expression are calibdasuch that one reproduces the willingness to
pay (WTP) for damage reductions in the benchmarkilibgum. The WTPs must be

imported from econometric estimates using revealedaded preference data.

3.2. Transport in multi-region models

Regions can have any scale from parts of the wdkida( Europe,...) down to residential
zones in an urban area. In a multi-location settimgan urban area the focus is on shopping,
commuting and other passenger trips, and on regdl@amd commercial location choices. On
a larger regional or national scale the focus islamg distance passenger traffic and on
freight. We here concentrate on the latter andflgraeal with urban models in subsection
3.3.

Our introduction of trade in subsection 2.4 assitiat the price charged by a firm
exporting is the same as the price paid by thesdoosder customer. Realism requires that,

upon destination, goods be priced including “tradargins” (freight cost, wholesaling,

storing, etc). Consider freight costs alone forastfonal ease. The destination pripg of
goodsexported byi to| is the mill price (possibly including local taxd®tigh we neglect

these hereafter) plus the freight cst

pi;\g =p+ fis-

f.. is of course paid to the industry producing trens$port service from to j. Industries

ijs
producing a service driving a wedge between milkgand customer price are called margin
industries. Wholesale and retail trade are othgoitant margin industries. Transport policy

affects the economy via its impact dp .

A Leontief technology is usually adopted to tramsfahe good at the factory gate into

the good at the location of the customer. Bgtdenote transport service per unit of delivered

good so thatg E, is demand for the transport service associated tnate flow E, . This

ijs —ijs

service may be supplied by a firm located in theoetkpg region, or in the destination region.
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=6.

In the latter casef s pjzt is the per unit transport margin Wiﬂﬁ the price of a unit

ijs
transport service (sectd) in regionj. Industries producing the transport service have
monetary as well as time costs, which are takenuaxtaaf in just the same way as explained

for transport input of firms in subsection 3.1.dab.

Obviously, introducing margin industries makes comptaxtiregional models even
more complex. A popular alternative is the “iceBBeagproach. Here, no transport service is
produced: the exported good melts on its way fromgirio destination, so that the exported

quantities E;; differ from those that reach destination, denokéd. Let 0<¢;, <1 be the

melting factor, so thaM;, =¢, E,. Assuming that transport is a competitive zero profi

M
is

activity, the destination price i® p}i/z/lijs, so that values at origin and destination are

identical:
pi;\g M, = ijs Eis
The parametey,; has to be calibrated so that transport costs per@entage share in trade

value for the benchmark. Transport policies affertinade costs can be evaluated by

changing this parameter. Obviously,, can account for both monetary and time costs;

furthermore, it may be made to depend on endogenane times.
3.3 _Applications

3.3.1 Single-region models

Typical applications of single-region models to sport issues are the studies of Conrad
(1997) and Conrad and Heng (2002) and a serieapdrp by Mayeres and Proost (e.g. 2001,
2004); see also the useful review by Munk (2003ay&tes and Proost (2004) introduce a
highly detailed structure of the transport marketdfassengers, distinguishing private versus
business as well as different modes. They alsodotre different types of households in order

to identify distributional impacts of transport pids.

The applications have in common that they take aucoficongestion in some way.
Conrad and Heng (2002) assume the effective stodapital in the transport industry to be
decreasing in capacity use. Their aim is to showthdr a capacity increase in Germany is
welfare improving. Given the calibration of the mqdehich is debatable regarding the

congestion function, their answer is affirmative.
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Models that cover private passenger flows take wwicof monetary as well as time
costs determining demand decision, much in the sanyeawalescribed in subsection 3.1.1
above. This leads to demand functions for transpittt generalized costs substituted for
prices. Most importantly, the VTTS becomes an endoggvariable that generally depends
on all prices and income. Particularly, it depends wages, thus introducing an
interdependence between transport and the laboreméBlerg, 2007). This approach allows
for taking account of congestion in a more dired &ss ad hoc way than in Conrad and
Heng (2002). Relying on speed-flow relations froemsport engineering one can make travel
times depend on the volume of flows, given infragtree capacities (see subsection 3.1.4
above). A policy affecting transport demand througkes, fees or fuel prices, or a policy
affecting capacity through infrastructure investmieas a direct impact on travel times and
possibly monetary travel costs; these in turn dhieidemand decisions such that adjustments
of congestion, travel times, prices, flows as walltensactions on all goods and factor
markets eventually lead to a new equilibrium. Inillgrium all agents make their optimal
choices, given prices as well as travel times datexd by the equilibrium level of
congestion. The most sophisticated brands of suctelm@ben take other externalities like
noise, accident risks and air pollution into acdoivtayeres and Proost, 2004). For the sake
of simplicity preferences are usually assumed todparsble between utility from goods and
travel on the one hand and environmental qualitytten other, such that environmental
externalities have an impact on utility, but notdectisions (Mayeres and Proost, 2004). It is
thus neglected that people might for example trawwkemf they move to the suburbs in order

to escape from urban noise and air pollution.

Models of this brand seem to be an ideal frameworkafwalyzing the impact of
transport policies on a wide range of interestiragiables such as transport quantities,
congestion, incomes and prices. Even more importaheis ability to assess welfare effects,
for the aggregate economy and/or for different hbakk types. They thus extend the
classical welfare-theoretical cost-benefit analysia general equilibrium framework. There
are however also drawbacks. One is the notoriouerntainty about elasticities, that is of
course a general problem of CGE applications. Thar ghoice of functional forms that is
usually left untouched in sensitivity analysis, niglven be more problematic. Another
drawback is that the macro style of these modelsagesrout a lot of details, that could be
decisive for the policy conclusions. A case in pois the macroeconomic congestion

function. Congestion greatly varies by region, tiofielay, day of the week and from link to
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link. For calibrating the macro congestion functame must fix a point on the macro speed-
flow schedule for the whole economy, which must hdanstood as some kind of average.
But obviously, speed as a function of average fbaw be very different from average speed,
when the average is taken over speeds as fundfdievs under a lot of different conditions

regarding link, time of day et cetera. One canafrse try to differentiate to any degree, but

the lack of spatial detail remains a problem.
3.3.2 Multi-region models

Multiregional models aim at quantifying regional exfts of transport policy, particularly of
infrastructure investment. Typically, they introduitade costs that are reduced by investing
into certain transport links. An early contributistarting this literature is Buckley (1992). His
model is a standard perfect competition approaclh wWitee regions and five industries.
Interregional trade follows an Armington approaClst and expenditure functions are nests
of either Leontief or CD functions. Transport ikeontief complement of interregional flows.
It is assumed to be produced at the place of origjiickley’s experiment is to increase labour
productivity in one region’s transport sector. Ttesults show how the welfare gain is

distributed across regions.

Venables and Gasiorek (1998) improve upon this leallowing for more regions
and industries, more flexible functional forms anhest importantly — by applying the Dixit-
Stiglitz approach to monopolistic competition in theoduction sector. This brings scale
effects into the impact analysis, which are nottexisin the traditional perfect competition
framework. Cost reductions lead to expansion of witiis in turn makes producers move
down the average cost curve. This gives rise tectsfthat the SACTRA report (Department
for Transport, 1999) has called “wider economiceef$” of transport cost reductions. In a
perfect competition framework without externalitissch effects cannot exist: the welfare
gain in monetary terms, generated by a marginal taahspst reduction, is just this marginal
transport cost reduction, no less, no more. Withnemies of scale this is different: the
marginal welfare gain tends to exceed the marginat ceduction. The ratio of the former
over the latter, called the “total benefit multiptieis in the order of 1.4 in the authors’
numerical experiments. One should be aware thatrthigplier may not only blow up gains,
but possible losses as well: regions losing duether regions moving closer to one another
can lose more with increasing than with constahirns, because they move up rather than

down the average cost curve.
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In a series of research projects for the Europeamrfission Brocker and co-authors
(Brocker et al., forthcoming) have applied a simigoproach with a smaller number of
industries (just one tradable and one non-tradabldor in most cases), but a very large
number of regions, such that the spatial distributd welfare effects generated e.g. by the
commission’s TEN-T infrastructure program can be itoped in much detail (see also
Brocker, 2001a, 2001b, 2002).

Kim and Hewings (2003) and Kim, Hewings and Hong @0d0llow a different line
of argument for identifying regional impacts of tsport infrastructure improvements. They
let firms use transport infrastructure as a productnput that is provided for free. The level
of service of the transport infrastructure is meeduas a Harris (1954) type potential
indicator of accessibility. The authors find a pies network effect of infrastructure policy,
meaning that the welfare gain of an entire netwafrkiew projects exceeds the sum of the

effects, if all projects are evaluated separately.
3.3.3 Urban models

A more recent branch of CGE applications in transfpmks at urban passenger transport,
focusing on the transport - land use nexus. Andscatiaborators (Anas and Hyok-Joo, 2006;
Anas and Kim, 1996; Anas and Liu, 2007; Anas and 2099) lead the field. These authors
succeeded in modelling, in a general equilibrium &eamrk, location decisions of households
and firms, travel decisions for shopping and comngytigoods and services production
decisions of firms and goods and services consumggaisions of households. Households’
consumption and travel decisions are micro basedsdimlds maximize utility subject to a
budget as well as a time constraint. Travel times @btained from a stochastic user
equilibrium (Sheffi, 1985) in a congested network.equilibrium, markets for land, labour,

goods and services clear, and travel times arecgegheninimal times given equilibrium flows

through the network. Due to the congestion extésnahe equilibrium allocation is not

Pareto-efficient. In a recent extension there dse housing, construction and demolition

sectors in order to model the dynamics of the hausiack.

An important methodological innovation in this woik merging the continuous
demand approach of traditional CGE models with tiserdte choice concept. If one took all
households as homogenous, a rather unrealisticilmgquih pattern with strictly separated
land use zones would emerge, and bang-bang typens=p of households’ location

decisions to shocks would be observed.
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The utility U; of a household residing aiand working af is assumed to have three

additive componentd); =U, + A +y :

- The systematic componenl'ij is a function of continuously measured quantités
goods and service consumption, as usual. It mustiefieed in a way that makes it
dimensionless. For homothetic preferences itUins:IogVij, if Vj is a linear-

homogeneous representation of preferences.
- A is the inherent attractiveness of the residencécvptace pairij. It delivers the
degree of freedom needed to reproduce any obseligeibution of the population

across such pairs in a benchmark data set.

- U; is an idiosyncratic component varying across imtigls of thej-population, which
otherwise are taken to be identical. is assumed to be independent identically
Gumbel distributed. This implies that the shar¢heftotal population choosing tije
pair is described by a logit model.

This framework is about to replace the so-calledTLlthodels in urban simulation
(Waddell, 2000; Wegener, 2004), that follow a tiiadi initiated by Lowry (1964). Models of
the latter kind do a good job in simulating lane: urmplications of urban transport policies,
but due to the lack of micro-foundation they areahla to quantify welfare effects.
Furthermore, understating the price-mechanism ésdhmodels leads to ad-hoc mechanisms
equilibrating markets that are not very convincilmgboth respects Anas and co-authors did a
big step forward, offering a framework for simutgfia wide range of policies such as
infrastructure provision, subsidizing certain mqdesd pricing, cordon pricing, supply of
parking lots and more. For any such policy one wanonly simulate price and quantity
impacts, but also welfare impacts by residentialezdype of household and income group.

These are the issues that debates about urbapdrapslicies typically focus on.

4. Conclusions

During the last twenty years, computable generailibgum (CGE) models have become
standard tools of quantitative policy assessmeheirTappeal has built on their rigorous
grounding in economic theory: individual agentidien-making behaviour is derived from
explicit optimization under strictly specified teaflogical or budget constraints, given market
signals that ensure global consistency. These ¢liear foundations have made CGE models

appear particularly useful for ex-ante evaluatiohpolicy reforms. In this chapter, we have
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discussed how the standard CGE framework can badedeto include most —if not all-the

elements that are the focus of transportation pali@lysis.

Powerful as it is, the whole apparatus reliesta doncept of “representative agent”
despite unclear aggregation procedures to linketlhggregate optimizing decision-makers to
the numerous individual agents whose behaviour #reymeant to capture. Yet, large and
detailed micro data-sets on individual behaviouthair full heterogeneity are increasingly
being made available, and for many issues, worliitly myriads of actual economic agents
rather than with a few hypothetical ones is extrgmegbpealing as it makes possible to
precisely identify the winners and the losers ofeBorm — obviously a major concern to
policy-makers. One can therefore conjecture thatha future, CGE modelers will devise
explicit aggregation procedures in order to be &blkeep track, in their general equilibrium
models, of the full heterogeneity in individual laetours provided by the micro data-sets. See

Magnani and Mercenier (2009) for an effort in thméection.
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